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Objective + Outline

• Objective

p-hacking strategies

• Outline

1. Selective reporting DV

2. Selective reporting IV
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Introduction
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p-hacking

• Compound strategies: non-significant  significant result.

• Not every researcher aware of it.

 Not necessarily an intentional attempt at gaming the system.
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1. Selective reporting 

dependent variable
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Background

• p-hacking:

 Treatment vs control group: compare different outcome/ dependent variables.
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Background

• p-hacking:

 Treatment vs control group: compare different outcome/ dependent variables.

 Conduct 1 hypothesis test for each dependent variable.
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Background

• p-hacking:

 Treatment vs control group: compare different outcome/ dependent variables.

 Conduct 1 hypothesis test for each dependent variable.

 Selectively report the significant results.
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1. Selective reporting the dependent variable

• Assume using t-test.

• FPR from 3 – 10 dependent variables ?
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1. Selective reporting the dependent variable

• Assume using t-test.

• FPR from 3 – 10 dependent variables ?
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Virus Type Without mask With mask p
1 Coronavirus 0.3 (0.3, 1.2) 0.3 (0.3, 0.3) 0.07
2 Influenza virus 0.3 (0.3, 1.1) 0.3 (0.3, 0.3) 0.01
… …. …. …. ….
10 Rhino virus 0.3 (0.3, 1.3) 0.3 (0.3, 0.3) 0.44



1. Selective reporting the dependent variable

• Assume using t-test.

• FPR from 3 – 10 dependent variables ?
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Number of dependent variables indicates how 
many hypothesis tests were conducted (at 
maximum) to obtain a significant result. 
The solid grey line: nominal α-level of 5%.



1. Selective reporting the dependent variable

• Assume using t-test.

• Sample size: not a protective factor.

• 10 variables – correlation = 0: FPR ≈ 40%
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Number of dependent variables indicates how 
many hypothesis tests were conducted (at 
maximum) to obtain a significant result. 
The solid grey line: nominal α-level of 5%.



What is correlation ?

• Relationship 2 quantitative variables 

• Correlation coefficient (r)
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Number of dependent variables indicates how 
many hypothesis tests were conducted (at 
maximum) to obtain a significant result. 
The solid grey line: nominal α-level of 5%.



What is correlation ?
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Case      Control     p valueN=503      N=493      
Height 158 [153;165]  158 [154;165]  0.662
Weight 62.0 [55.0;70.0] 58.0 [52.8;65.0] <0.001  
BMI 24.3 [22.4;27.2] 23.2 [21.1;25.4] <0.001  
Waist 86.0 [80.0;93.0] 82.0 [75.0;88.0] <0.001  
Hip 95.0 [89.0;100] 92.0 [86.0;97.0] <0.001  



What is correlation ?
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Case      Control     p valueN=503      N=493      
Height 158 [153;165]  158 [154;165]  0.662
Weight 62.0 [55.0;70.0] 58.0 [52.8;65.0] <0.001  
BMI 24.3 [22.4;27.2] 23.2 [21.1;25.4] <0.001  
Waist 86.0 [80.0;93.0] 82.0 [75.0;88.0] <0.001  
Hip 95.0 [89.0;100] 92.0 [86.0;97.0] <0.001  

Correlation Test
Correlation coefficient (r)



1. Selective reporting the dependent variable
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Number of dependent variables indicates how 
many hypothesis tests were conducted (at 
maximum) to obtain a significant result. 
The solid grey line: nominal α-level of 5%.

• Assume using t-test.

• Sample size: not a protective factor.

• 10 variables – correlation = 0: FPR ≈ 40%

• FPR decreases with: 

 Less dependent variables.

 Higher correlations variables



Multiple testing issue

• Question:  hypothesis tests   False Positive Rate ?
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Multiple testing issue

• If perform m hypothesis independent tests, the probability at least 1 

false positive ?

 P (Making Type I error)   = α

 P (Not making Type I error)   = 1 – α

 P (Not making an error in m tests)  = (1 - α)m

 P (Making at least 1 error in m tests)  = 1 - (1 - α)m

• Example: m = 100 tests, α = 0.05  P = 1 – (1 – 0.05)100 = 0.99

 If have 100 hypothesis tests, the probability at least 1 false positive: 99% 20



Multiple testing issue
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Leung NH, Chu DK, Shiu EY, Chan KH, McDevitt JJ, Hau BJ, Yen HL, Li Y, Ip DK, Peiris JS, Seto WH. 
Respiratory virus shedding in exhaled breath and efficacy of face masks. Nature medicine. 2020 
May;26(5):676-80.

P (Making at least 1 error in m tests) = 1 – (1 - α)m 
     = 1 – (1 – 0.05)12 = 0.4596 = 45.96%
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Multiple testing issue
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NguyenVanTuan- 
https://www.youtube.com/watch?v=RPjVPHpeu2o&t=2517s

Maziarz M, Stencel A. The failure of drug repurposing for COVID-
19 as an effect of excessive hypothesis testing and weak 
mechanistic evidence. History and Philosophy of the Life 
Sciences. 2022 Dec;44(4):47.



Bonferroni Correction

• Bonferroni correction: α* = α / m

 α  : significance level.

 m : number of hypothesis tests.

23



Bonferroni Correction

• Bonferroni correction: α* = α / m

 α  : significance level.

 m : number of hypothesis tests.

• Example: Bonferroni to test 3 hypotheses with p: 

 H1: p = 0.01 
 H2: p = 0.02
 H3: p = 0.03 

• α* = α / m = 0.05 / 3 = 0.0167

=> We’d need p ≤ 0.0167 to declare significance.
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Bonferroni Correction
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α* = α / m = 0.05 / 12 = 0.004 

=> We’d need p ≤ 0.004 to declare significance.



In article

• “No adjustments for multiple comparisons were made”.
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In article
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In article
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Liang Z, Zhang J, Zeng X, Gao J, Wu S, Liu T. Relationship between EGFR expression, copy number 
and mutation in lung adenocarcinomas. BMC cancer. 2010 Dec;10:1-9.



2. Selective reporting 

independent variable

29



Background

• p-hacking:

 Multiple experimental groups vs 1 control group. 

• Example: Different Drug vs Control

Different Drug Concentrations vs Control

 Compares all experimental groups to the control group.

 Only report the significant results.
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Background
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Lew M. Good statistical practice in pharmacology Problem 2. British journal of 
pharmacology. 2007 Oct;152(3):299-303.



Decision tree for statistical analysis – 2 groups

Statistical analysis decision tree for testing significance of differences
Borghini YC. An Assessment and Learning Analytics Engine for Games-based Learning (Doctoral 
dissertation, University of the West of Scotland).

32



Decision tree for statistical analysis - 3 groups

Statistical analysis decision tree for testing significance of differences
Borghini YC. An Assessment and Learning Analytics Engine for Games-based Learning (Doctoral 
dissertation, University of the West of Scotland).
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t-test vs ANOVA
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Independent t-test ANOVA

Null Hypothesis No difference between population’s means.
Ho: μ1= μ2

No difference between population’s means.
Ho: μ1= … = μk

Alternative 
hypothesis

Difference between 2 populations’ means.

H1: μ1 ≠ μ2

At least 2 group means are different from 
each other.

H1: μ1 ≠ μ2 or μ1 ≠ μ3 or μ2 ≠ μ3  ….

Conclusion

p > 0.05
We don’t have enough evidence to 
conclude that the difference is statistically 
significant.

We have enough evidence to conclude 
that the difference is statistically significant.

We don’t have enough evidence to 
conclude that the difference is statistically 
significant.

There is a significant effect of independent 
variable on levels of / according to 
response variable.

p ≤ 0.05



t-test vs ANOVA

• After perform hypothesis test:

 Independent t-test  Conclusion 2 groups

 ANOVA  Which groups differ ??

• Post Hoc Tests for ANOVA

 1 vs 2 

 1 vs 3

 …

 m vs n
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Post Hoc Tests for ANOVA - R

• Multiple testing issue: P (At least 1 error in m tests) = 1 - (1 - α)m

• 2 approaches:

 Compare p ≤ α*  α* = α / m = 0.05 / 3 = 0.017.

 Compare p* ≤ α  p*  = p * m = p * 3
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Background
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Control Drug 1 Drug 2

1147 1169 1100

1273 1323 1125

…

1108 1276 1110

1265 1240 1000

Control Drug 1

1147 1169

…

1265 1240

Control Drug 2

1147 1100

…

1265 1000

ANOVA

t-test



2. Selective reporting the independent variable

• Assume using t-test.

• Sample size: not a protective factor. 

• FPR decrease with: 

 Less independent variables.

 Higher correlation variables.

• Severe effects in regression >> t-tests.

38

Number of independent variables indicates how many 
hypothesis tests were conducted (at maximum) to obtain a 
significant result. 
The solid grey line: nominal α-level of 5%. 
(a) FPR for the t-test. 
(b) FPR for a univariate regression.



Conclusion

• Selective reporting DV 

 What is correlation

 Multiple testing hypothesis issue

• Selective reporting IV

 Post Hoc Tests for ANOVA
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Thank you for listening
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