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Objective + Outline

• Objective

Basic concepts in statistics

• Outline

1. Population vs Sample

2. Mean vs median 

3. Interquartile range and Boxplot

4. Outliers

5. Assessing the fit of mean
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Population vs Sample
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Population vs Sample

Population Sample

Entire group - you want to draw conclusions A specific group - you will collect data from.

Difficult to collect data Easy to collect data

Parameter - descriptive measure of population Statistic - descriptive measure of the sample

Reports – true representation Reports – confidence interval
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Mean vs median
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Mean

• Mean = Average of a data set.

• Adding up all the values ➢ Dividing by the total number of value.

𝑀𝑒𝑎𝑛 =
𝑆𝑢𝑚 𝑜𝑓 𝑎𝑙𝑙 𝑣𝑎𝑙𝑢𝑒𝑠

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑣𝑎𝑙𝑢𝑒𝑠
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Mean

Mean = 
31+79+51+14+67+42+50+43+14+25+90+91+69+91+57+92+9+293+299+272

20
 = 88.95
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Median

• The middle value when observations are ordered from least to most.

• Unaffected by extreme values.

• Step by step: 

1. Order scores from least to most:

2. Find the middle position: (n + 1) / 2.

5+1

2
= 3   

6+1

2
= 3.5   

2   3   3   6  10 2   3   3   5  6  10
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Median

3. If the value is a whole number, median is value at the middle 

position.

      If not, median = two middlemost scores / 2.

2   3   3   6  10 2   3   3   5  6  10

2   3   3   5  6  10

𝑀 =
3+5

2
 = 4

𝑀 = 3
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Median

9  14  14  25  31  42  43  50  51  57  67  69  79  90  91  91  92  272  293  299

1. Order scores from least to most (n=20)

2. Find the middle position: 
20+1

2
= 10.5   

3. Median = two middlemost scores / 2.

9  14  14  25  31  42  43  50  51  57  67  69  79  90  91  91  92  272  293  299

𝑀𝑒𝑑𝑖𝑎𝑛 =
57+67

2
 = 62
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Median
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Mean vs Median

9 14  14  25  31  42  43  50  51  57  67  69  79  90  91  91  92  272  293  299

Mean = 88.95   Median = 62

9 14  14  25  31  42  43  50  51  57  67  69  79  90  91  91  92  500 550 600

Mean = 128.25   Median = 62

-20  -10  0  25  31  42  43  50  51  57  67  69  79  90  91  91  92  272  293  299

Mean = 85.6    Median = 62
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Mean vs Median

Mean Median

Concept Average value of data Middle value of ranked data

Extreme values Sensitivity Not affected

Skewed distributions Pulled in skew direction Less affected by skewness
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Normal vs Skewed Distributions 

✓ Vertical line through centre of the distribution ➢ Both sides are similar.

✓ Mean ≈ Median

✓ Majority of scores at the centre. 
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Normal vs Skewed Distributions 

Right Skewed Distribution Left Skewed Distribution

Long tail Right side Left side

Extreme values High end Low end

Mean vs Median Mean > Median Mean < Median
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Interquartile range 

Boxplot
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Interquartile range (IQR)

• IQR = Q3 – Q1 : Measure of how spread out the data. 

• Resistant to distorting effects of extreme scores

• Q1: 25th percentile of the data.

• Q2:  50th percentile of the data = median of the dataset.

• Q3:  75th percentile of the data.

• Find IQR: 

✓ Find Q1 position: median of the first 25% of values = 0.25 (n + 1)

✓ Find Q3 position: median of the last 25% of values = 0.75 (n + 1)

✓ Identify Q3 and Q1 values.

✓ IQR = Q3 – Q1.
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Interquartile range (IQR) - Practice

n=11  1, 4, 6, 9, 15, 21, 22, 27, 35, 40, 41

• Position Q1 and Q3:

✓ Q1 = 0.25 (n +1) = 0.25 * 12 = 3

✓ Q3 = 0.75 (n +1) = 0.75 * 12 = 9

• Value Q1 and Q3:

✓ Q1 = 6

✓ Q3 = 35

• IQR = Q3 – Q1 =  35 – 6 = 29
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Interquartile range (IQR) - Practice

n=12: 1, 4, 6, 9, 15, 21, 22, 27, 35, 40, 41, 56

• Position Q1 and Q3:

✓ Q1 = 0.25 (n +1) = 0.25 * 13 = 3.25

✓ Q3 = 0.75 (n +1) = 0.75 * 13 = 9.75

• Value Q1 and Q3:

✓ Q1 = (6+9) / 2 = 7.5

✓ Q3 = (35+40) / 2 = 37.5

• IQR = Q3 – Q1 =  37.5 – 7.5 = 30
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Boxplot - Concepts

• Visualize a quantitative variable by 5 common location summary

✓ Median 

✓ Q1 First quartiles 

✓ Q3 Third quartiles 

✓ Minimum 

✓ Maximum

❖ Suspected outlier using IQR criterion
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Boxplot - Concepts
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Boxplot – Normal Distributions 

✓ Vertical line through centre of the distribution ➢ Both sides are similar.

✓ Mean ≈ Median

✓ Majority of scores at the centre. 
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Outliers
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Overview

2013, Herman Aguinis et al:

• 14 definitions

• 39 identification techniques

• 20 handling techniques

25



Definitions - Error outliers

• Data points that lie at a distance from other data points. 

• The result of inaccuracies: 

✓ Not targeted population of interest. 

✓ Outside the possible range of values. 

✓ Observation.

✓ Recording.

✓ Preparing data.

✓ Coding or in data manipulation.

26



Definitions - Interesting Outliers

• Outlying data points that are accurate. 

• Not confirmed as actual error outliers. 

• These cases may contain potentially valuable or unexpected knowledge.
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Definitions
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Identification techniques
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Outliers - Boxplot

• An observation that lies an abnormal distance from other values in a 

random sample from a population.

• Mild Outliers: 

✓ Lower Inner fence: x < Q1 – 1.5*IQR

✓ Upper Inner fence: x > Q3 + 1.5*IQR

• Extreme Outliers

✓ Lower outer fence: x < Q1 –  3*IQR

✓ Upper outer fence: x > Q3 + 3*IQR
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Outliers - Practice

n=12: 1, 4, 6, 9, 15, 21, 22, 27, 35, 40, 41, 56

• Q1 = 7.5

• Q3 = 37.5

• IQR = Q3 – Q1 = 30

• [Q1 - 1.5(IQR) , Q3 + 1.5(IQR)] = [7.5 - 1.5*30 ,  37.5 + 1.5*30] = [-37.5 , 82.5]
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Handling Techniques
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Describing variability

Assessing the fit of mean
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Describing variability
Assessing the fit of mean

1. “Deviation from the mean”

2. Sum of squares (SS)

3. Variance

4. Standard Deviation

34



Deviation from the mean

• Mean: 

✓ An estimate of the central tendency of the data.

✓ A reference point for measuring deviation of individual data 

points from the average.

• Dash line: 

✓ “Deviation from the mean”
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Sum of squares (SS)

• Why not Sum “Deviation from the mean”?

✓ Positive value + negative value = 0

• Sum of squares (SS): Σ(xi − 𝑥)2

✓ Drawback: Data points  , SS 

➢ Average of Sum of squares
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Variance  - Concept

• Average error between the mean and the observations made. 

• Formula ? 
Σ(xi − 𝐱)2 

𝐍
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Variance - Example

• Assume the average weight of entire population in A: 70 Kg. 

✓ In fact, we don’t know this.

• Measure weight of 10 people: sample with 10 people
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Variance - Example

Not know true population mean:

• Sample mean is 77 Kg.

• Variance = 
Σ(xi − x)2 

N
 = 201.8
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Variance - Example

If known true population mean:

• Population mean = 70 Kg.

➢ Variance = 
Σ(xi − x)2 

N
 = 250.8

➢ 201.8  ≠ 250.8 

➢ Due to bias.

➢ Variance less than what it should be if population mean is considered.

➢ Bessel correction 
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Variance - Bessel correction

• Only when population mean unknown.

• Variance and standard deviation.

• Variance of sample = 
Σ(xi − 𝒙)2 

𝐍 −𝟏
 

✓ Decrease the denominator.

✓ Increase Variance value.
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Variance of Sample

• Average error between the mean and the observations made. 

• Variance of Sample =
Σ(xi − 𝐱)2 

𝐍 −𝟏
    

• Drawback: 

✓ Squaring 

➢ Cannot compare variance to individual data points.

➢ Square root of the variance.
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Standard Deviation (SD)

• Square root of the variance: 𝑺𝑫 =
Σ(xi − 𝒙)2 

𝐧 −𝟏
 

• How spread out the data points are on either side of the mean. 

✓ Small SD: less variability = more agreement in the data.
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Mean – SD – Median – IQR

Affected by Extreme data Less affected by Extreme data

Mean Median

SD IQR
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Descriptive Table

Normal distribution data Non-normal distribution data

Mean ± SD Median (IQR)
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THANK YOU FOR LISTENING
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